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Abstract

HKLII has served as the repository of legal documents in Hong Kong for a decade. Our team aims to incorporate NLP techniques into the website to make it more intelligent. To achieve this goal, this individual task is to label each court judgement by some tags. These tags are legally important to summarize the judgement and can guide the user to similar judgements. We introduce a heuristic system to solve the problem, which starts from Aspect-driven Topic Modeling and uses Dependency Parsing and Constituency Parsing for phrase generation. We also construct a legal term tree for Hong Kong and implemented a sentence simplification module to support the system. Finally, we propose a similar document recommendation algorithm based on the generated tags. It enables users to find similar documents based on a few selected aspects rather than the whole passage. Experiment results show that this system is the best approach for this specific task. It is better than simple term extraction method in terms of summarizing the document, and the recommendation algorithm is more effective than full-text comparison approaches. We believe that the system has huge potential in law as well as in other areas.
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1. Introduction

1.1 Background

As a region that practices common law, Hong Kong has a legal system that relies highly on previous court decisions to resolve disputes. HKLII, short for Hong Kong Legal Information Institute, serves as the main legal document repository for Hong Kong. More than a thousand legal practitioners use it to retrieve legal documents at work. The search function of the HKLII is extremely useful when users want to find some prior cases as references. However, since the current website was designed ten years ago, its search engine adopted keyword matching as the search criterion. For example, by searching drug selling, the engine will not associate it with drug trafficking. As a result, users often need to take 4 to 5 iterations of searching to find the satisfying answer. This situation can be greatly improved by incorporating NLP technologies in the search function. NLP systems can be developed to extract information and legal elements from court judgements, which can save legal professionals from considerable tedious jobs [1].

![Figure 1.1 Proposed Frontend interface of the new HKLII](image)

Our team is bringing updates to HKLII. Figure 1.1 shows the proposed frontend design for the new HKLII website. The section in red will contain relevant legal concepts, hereinafter referred to as tags, which users can choose to find other similar documents.

1.2 Problem Statement

This project will focus on filling the content of this Relevant Legal Concept section. There are existing paid websites that provide such tags, for example Westlaw Asia. However, they maintained the tags by recruiting legal experts to label manually, which
is expensive and time-consuming. Plus, users cannot select the tags to find similar documents. A better solution must be developing an NLP system that can automatically extract legally important tags from a court judgement. It leads to the question that how to build such a system and how to find similar documents using these tags.

1.3 Literature Review

Previous work of our team mainly focuses on semantic search and summarization using Topic Modeling [2]. It proved that the Topic Modeling based on labeled aspects (background, injury, losses, and compensations for Personal Injury cases) shows the best summarization ability. Figure 1.2 shows the general process of Aspect-driven Topic Modeling.

![Figure 1.2 Aspect-driven Topic Modeling](image)

For each aspect of documents in the training set, a few significant topics will be generated. Based on the resultant topics, the similarity between paragraphs and aspects can be calculated using the normalized inner product of the word2vec embeddings of the paragraphs and topics. This way, paragraphs that are related to each aspect can be found. By simply changing paragraphs to sentences in this algorithm, we can find the most relevant sentences to each aspect. These aspect sentences should comprehensively summarize the court judgement and will serve as the starting point of this project.

Two of the classical Syntactic Parsing approaches will be used in our model.

**Dependency Parsing** finds the asymmetric dependency relations between words. These relations can be represented as arrows pointing from the heads to the dependents. Usually, the heads are more grammatically important than dependents. For example, adjectives normally depend on nouns. The result should form a non-recurrent tree. We can backtrack from one leaf of the tree and find all its parent words.

**Constituency Parsing** uses phrase structure grammar to organize words into nested constituents. Each constituent is labeled by one of the predetermined grammar units, called POS Tags, for example, VB denotes verb phrase and PP denotes prepositional phrase.

1.4 Objective

As introduced in section 1.1, the overall goal of the team is to make searching in HKLII more intelligent. This task individually is to extract the legally important tags for every court judgement. These tags should fulfill the below properties.
1. The tags should be/contain legally important terms.
2. The tags are free of grammatical/content mistakes that will affect understanding.
3. The tags can navigate the user to other similar documents.
4. The tags can describe important aspects of the current judgement.

As illustrated in 1.3, if we generate tags based on the aspect sentences, requirement 4 will be satisfied [2]. Therefore, we will only focus on solving requirements 1-3 in the following methodology.

1.5 Report Outline

Chapter 2 will introduce two supporting modules and the main algorithm. The similar document recommendation algorithm will then be illustrated. Chapter 3 will show the experiment process and discuss the results. Limitations and the future work for the project will be pointed out as well. Finally, the conclusion is given in Chapter 4.

2. Methodology

This section will start by introducing the preparation work for the system, including constructing the legal concept tree and developing the sentence simplification module. Then, it will compare contextual phrases against legal terms to discuss if phrase generation algorithms are needed. At last, it will present a novel model for extracting legally important phrases from sentences.

2.1 Preparation Work

We have created two standalone modules that support and improve the main algorithm. Both of the modules have been open-sourced on GitHub.

**Legal Concepts Tree** contains more than 13000 common legal terms used in Hong Kong Judiciary. It is adapted from the legal taxonomy developed by Sweet & Maxwell. As shown in Figure 2.1, it has a perfect tree structure where parent terms are more general than their children. The tree is optimized to store in a hashed map for faster key search. With this tree, we can use keyword matching to identify the legal terms in the sentence. If necessary, it is also useful for substituting the legal terms with more general ones.
Sentence Simplification is the task to split complex or compound sentences into simple sentences, each of which has only one pair of subject and verb. There are previous works on this task using constituency parsing [4, 5]. We implement and improve the algorithm [4] to fit into the latest Stanford Constituency Parsing rule [6,7]. This implementation is also intelligent to skip the proper names, such as "Fish and Chip" or "Johnson and Johnson". This module can help to simplify long sentences, which are common in court judgements, so that operations afterward can be more accurate.

2.2 Tag Format Comparison

One critical question to ask is that since the legal concept tree can help to find legal terms, is it necessary to take one step further to construct contextual phrases based on the legal terms? For instance, given the sentence "She suffered a fracture of the superior and inferior public rami of the right pelvis.", is tag "fracture" enough, or is tag "fracture of rami of pelvis" better? While phrase tags can contain more local contexts and information than word tags, they may sometimes be broken during generation. It is impetuous to draw any conclusion at this point, so one experiment is set up to test this question. The result is shown in chapter 3. The remaining sections in chapter 2 will focus on generating phrase tags only.

2.3 Main Algorithm

As stated in 1.4, Aspect-driven Topic Modelling will be used and the most relevant sentences to the aspects will be found first. The main algorithm solves the problem of extracting legally important phrases from each sentence.

```
Algorithm:
@input: sentence
@return: tags

sentences = split into simple ones, using split sentence module
tags = []

foreach sentence in sentences:
    dp_tree = the enhanced dependency tree of

foreach word w in s:
    if w in legal concepts tree:
        words = the smallest constituents containing w

foreach parent of w in dp_tree:
    words.append(parent, preposition between parent and w)
    w = parent
```
Figure 2.2 The algorithm to transform a sentence into tags (variables are squared).

In step A, the Stanford Enhanced Dependency [6] should be used. It differs from the Universal Dependency in containing prepositions inside relations. It will benefit the reconstruction of extracted words in step C. It should be noted that the relations starting with "acl:" should be eliminated as they will cause dependency cycles.

Step B finds the shortest subset of the sentence that contains the matching legal term. Based on Constituency Parsing, it is to find the shortest component with a tag that ends with "P", such as "NP", "VP". This will include the neighbor words of the legal term to make the result more specific. For example, given the constituency tree in Figure 2.3, assume that the word "condition" is found to be legal term.

Figure 2.3 Constituency Parsing Tree and Dependency Parsing Tree of the example sentence (arrows are pointing from parent to children)

Step B finds the smallest component "His mental condition". Without this step, the word "condition" itself might be too general and ambiguous.

Step C is to extract faraway related words with respect to the matching legal term using Dependency Parsing. Starting from the legal term w, the program will recursively find the parent of it in the dependency tree until the root is reached or a verb is met. Since the verb is connected to its subject using relation "obj", the condition therefore becomes meeting "obj". During the backtracking, the prepositions and conjunctions in the dependency relation should also be recorded. They are stored after ":" in the relation within the set \{"nmod:" , "obl:" , "conj:" , "advcl:"\}. Finally, the words in the reconstructed phrase should have the same order as the original sentence. For the example of Figure 2.3, starting from the word "condition", "unstable" is found to be the first parent and "bad" is the second. There is a conjunction word "and" between the "bad" and "unstable", according to the relation "conj:and", so "and" should be inserted in between. As a result, the tag "His mental condition bad and unstable" is generated.
Overall, this algorithm is a hybrid approach that utilizes both Constituency Parsing in extracting neighboring phrase and Dependency Parsing in finding faraway relational words. To make the tags more fluent and natural to people, we also added several heuristic operations to the algorithm.

1. If the last word of the recursive step C is a link verb, such as "is", "are", we should truncate it.

2. If the smallest component found in step B does not help specify the matching term, for example only adding "the" in front of the matching term, step B should be skipped. In the implementation, the skipping condition is that the length of the component is two and the POS tag for the first word belongs to { 'DT', 'IN', 'PRP$', 'CD' }.

3. Sometimes, the preposition "to" before a verb cannot be successfully recognized by the Dependency Parsing. We should add "to" in front of the word with POS Tag "VB".

2.4 Similar Documents Recommendation

Assume we have obtained the tags, ultimately the user will choose a few of them to navigate to other judgements which may mention similar legal concepts. According to the user survey, users often have a few interested legal concepts in mind during searching. Therefore, this aspect-specific similar document matching may be more useful than comparing two judgements by the full text. To solve the problem, the simplest way is to directly invoke the default search engine and use the selected tags as search input. This way, the selected tags are compared with the whole passage of other documents. Another way is to compare the selected tags with tags from other documents. The theoretical basis of this approach is that the tags have summarized most aspects of a court judgement (Requirement 4 in 1.4). Narrowing the searching scope to tags only can help to eliminate interference from other unimportant texts, making the recommendation more accurate. The quality of this recommendation will be tested in the following experiment. Figure 3.3 shows the details of the recommendation algorithm by comparing selected tags with tags from other documents.

Algorithm:
@input: selected tags \( S \)
@return: max heap \( \mathbf{r} \)

function \( \text{cal\_similarity}(\mathbf{emb}_1, \mathbf{emb}_2) \):
    return \( \mathbf{emb}_1 \cdot \mathbf{emb}_2 / (||\mathbf{emb}_1|| \cdot ||\mathbf{emb}_2||) \)

\( \mathbf{r} \) = an empty max heap
foreach judgement \( j \)
score = 0

foreach tag \( t_1 \) of \( x \):
    \[ e_1 = \text{embedding of } t_1 \]
    each_score = 0

foreach tag \( t_2 \) of \( j \):
    \[ e_2 = \text{embedding of } t_2 \]
    each_score = max(each_score, \text{cal_similarity}(e_1, e_2))

score += each_score

append \( j \) to \( \text{ret} \) based on score

Figure 2.4 Recommendation Algorithm Details

Basically, the similarity between each selected tag and another document is equal to the maximum normalized inner product of all possible tag combinations. The similarity score between all selected tag and another document is the sum of such similarities.

3. Evaluation

This section detailedly describes the experiment to evaluate the quality of the tags generated. Also, the experiment results will be revealed and the future work for the project will be pointed out.

3.1 Experiment setup

As mentioned in section 2.3, the main algorithm for generating phrase tags is a hybrid approach of Dependency Parsing and Constituency Parsing. To test whether the use of both parsing techniques is necessary, we set up a comparison experiment. For each court judgement, four tag sets are generated using 1. only Dependency Parsing 2. only Constituency Parsing 3. the Hybrid Approach 4. Word tags only. Each tag set starts from three starting sentences derived from Aspect-driven Topic Modeling. Each document along with all the resultant tags will be distributed to at least two participants to minimize personal bias. Participants are asked to select the tags that fulfill all three requirements in 1.4.

After getting the result from this experiment 1, we continue to test the tags format issue mentioned in section 2.2. The recommendation abilities of word tags and phrase tags are tested in this experiment 2. For each judgement, participants will be provided with the top 5 recommendations from word tags and phrase tags respectively in pairs. Participants are asked to find the better recommendation, which is more similar to the original judgement in each pair.

3.2 Experiment Results

We invited 7 participants to evaluate on tags of 15 independent court judgements. Table 3.1 shows the results of experiment 1. The average number of tags generated by
the four approaches per judgement and the percentage of good tags are provided. In total, 6.8*15 = 102 tags are generated by the hybrid method, and 1.76*15 = 26.3 of them are good.

<table>
<thead>
<tr>
<th></th>
<th># of tags</th>
<th># of good tags</th>
<th>Good tags rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Only Dependency Parsing</td>
<td>8.53</td>
<td>1.74</td>
<td>0.204</td>
</tr>
<tr>
<td>2. Only Constituency Parsing</td>
<td>5.80</td>
<td>1.56</td>
<td>0.268</td>
</tr>
<tr>
<td>3. Hybrid approach</td>
<td>6.80</td>
<td>1.76</td>
<td>0.258</td>
</tr>
<tr>
<td>4. Word tags</td>
<td>10.60</td>
<td>1.58</td>
<td>0.149</td>
</tr>
</tbody>
</table>

Table 3.1 Statistics of good tags per judgement

From the statistics, we can conclude that the hybrid approach generated the greatest number of good tags for each judgement (1.76). Also, although the constituency parsing approach generated the least good tags (1.56), the percentage of the good tags is the highest (0.268). Considering the purpose of the model, which is to generate tags for the users to choose, we should prefer the absolute number of good tags to the rate of it. Therefore, both Dependency Parsing and Constituency Parsing is necessary. The hybrid approach is the best phrase generation method. As for the word tags, the number of good tags is less than phrases, and the rate of good tags is the lowest. As a result, legal terms are not comparable to contextual legal phrases in terms of fulfilling the requirements of tags.

Table 3.2 shows the results of the recommendation ability of word tag and phrase tag in experiment 2. Since 5 pairs of external documents are recommended for each judgement, there are 15*5=75 pairs of comparison tested. Here, we use the hybrid approach for the phrase tag generation.

<table>
<thead>
<tr>
<th></th>
<th># of pairs</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrase tags better</td>
<td>0.88</td>
<td>0.175</td>
</tr>
<tr>
<td>Word tags better</td>
<td>1.67</td>
<td>0.336</td>
</tr>
<tr>
<td>Both are good</td>
<td>0.99</td>
<td>0.198</td>
</tr>
<tr>
<td>Neither is similar</td>
<td>1.46</td>
<td>0.291</td>
</tr>
<tr>
<td>Total</td>
<td>5.00</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 3.2 Statistics of better recommendations per document

From the table, we can find that the frequency of word tags being better is higher than the number of phrase tags being better. This indicates that there is still room for improvement for the recommendation algorithm based on phrase tags. The possible direction will be discussed in section 3.4.

3.3 Limitations

The percentage of good tags from the hybrid approach is around 26%. Although the purpose of the task does not require tags to have an extremely high acceptance rate, higher rate can definitely resolve some misunderstandings and improve user
experience. Based on the feedbacks from experiment participants, the reason of bad
tags mostly owes to not fulfilling requirement 2 from section 1.4. They often present
broken or confusing meanings. The root of this problem is obvious. Both Dependency
Parsing and Constituency Parsing are syntactic parsing, indicating that they do not
consider semantic information enough. For example, the correct punctuation of
sentence "Drive the lorry for loading and unloading goods" should be "Drive the lorry
for loading goods" and "… for unloading goods". However, the constituency parsing
splits like "Drive the lorry for loading" and "… for unloading goods". The parsing
simply finds the result with the highest probability in grammar regardless of the
obvious parallelism of antonyms: "loading" and "unloading". Therefore, to improve
the main algorithm, essentially a new parsing method that maximizes both
grammatical and semantic probability is needed.

Furthermore, since the main algorithm starts from most relevant sentences of each
aspect, the result of AdTM will affect the final performance to large extent. Therefore,
it is also necessary for the algorithm to find better document summarization methods
alternative to AdTM that can elevate the upper limit.

3.4 Future Work

One promising way to improve the recommendation based on phrase tags is giving
weights to different tag combinations. As illustrated in 2.4, we are summing over the
maximum of similarities of combinations by considering all tags equal. However,
different tags come from different sentences that belongs to topics in four different
aspects. If two tags come from the same aspect or even the same topic, their similarity
score should be assigned a higher weight. For example, two tags both describing the
losses of the personal injury cases should be naturally closer than two that describes
different aspects.

What's more, currently training sets and testing sets are all court judgements of
Personal Injury cases. The effectiveness of this system on other case types is not
tested. Future work should focus on applying to model to various types of cases.

Finding more applications for the system is also an interesting topic. This model is
designed for the HKLII website. However, after a simple modification of the Legal
Concept Tree in section 2.1 to fit into local context, this model can be applied to other
law systems. Furthermore, other professional areas that have similar concept tree
structures can easily adapt the model to their advantage.

5. Conclusion

This report introduced the model that labels court judgement. The system uses
Aspect-driven Topic Modeling as the starting point. The main algorithm in the system
that extracts phrase tags from a sentence is a hybrid method of Dependency Parsing
and Constituency Parsing. Experiment results show that these tags outperform general
legal terms. Although the aspect-specific recommendation is more useful than full
passage comparison, it sometimes did not recommend the most similar documents
compared with the benchmark algorithm. Future work should focus on the improvement of the recommendation algorithm for phrase tags, the seeking of alternative system components and the discovery of more use cases for the system.
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